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In the past few years, there has been an increasing availability of technologies for the acquisition of digital 3D models of real objects and the consequent use of these models in a variety of applications, in medicine, engineering, and cultural heritage. In this framework, content-based retrieval of 3D objects is becoming an important subject of research, and finding adequate descriptors to capture global or local characteristics of the shape has become one of the main investigation goals. In this article, we present a comparative analysis of a few different solutions for description and retrieval by similarity of 3D models that are representative of the principal classes of approaches proposed. We have developed an experimental analysis by comparing these methods according to their robustness to deformations, the ability to capture an object's structural complexity, and the resolution at which models are considered.

Categories and Subject Descriptors: H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing

1. INTRODUCTION

In the past few years, we have observed the availability of technologies for the effective acquisition of digital 3D models of real objects, the establishment of open standards for 3D data interchange, and the increasing use of 3D models in a variety of applications in medicine, engineering, and cultural heritage, to cite only the most important fields. As a result, many collections of 3D models are being created and are available for study and usage. Representative examples of such collections are the Digital Michelangelo Project archive [The Digital Michelangelo Project], including digital models of the sculptures and architecture of Michelangelo, the Protein Data Bank archive [The Protein Data Bank], including structural data of biological macromolecules, and the National Design Repository archive [The National Design Repository], including CAD models of mechanical design, architecture, and electronic parts.

In this context, content-based retrieval of 3D models has become an important subject of research. Several researchers have investigated the possibility of performing effective retrieval of 3D models from large archives, using shape properties instead of text. Therefore, finding adequate descriptors to capture global or local characteristics of the shape, while still maintaining the representation’s computational tractability, has become one of the main investigation goals.
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Comparative analyses of 3D object descriptions have been developed in the past for the purpose of comparing techniques for 3D object recognition. Notable survey papers are those by Besl and Jain [1985] and Campbell and Flynn [2001]. For content-based retrieval of 3D objects, a recent survey by Tangelder and Veltkamp [2004] presents an overview of the solutions that have been proposed in the literature for the description of 3D object shapes and similarity matching. In this article, the authors have identified a number of basic characteristics under which systems for retrieval by content of 3D models are analyzed: shape representation, properties of dissimilarity measures, discrimination ability, ability to perform partial matching, robustness, and need for pose normalization.

However, for the purposes of comparison, it is also important to produce experimental evidences of advantages and limitations for each solution so as to discover and highlight elements to support the choice of the most appropriate solution depending on the target application domain. In fact, the huge variability and different complexities of 3D shapes, the different resolutions at which they can be managed, and the many contexts of applications and distinct goals of use make it impossible to identify one particular solution as superior to all the others only on the basis of a theoretical analysis. From the application viewpoint, 3D model descriptions must be analyzed according to their capability of supporting local matching, the resolution at which the 3D model is considered, the structural complexity of the object that can be managed, and the robustness to deformations applied to the model.

Local matching is important when 3D objects must be retrieved that have similar signatures to the query object in some parts. This might occur in cultural heritage applications where the artist signature can be discovered from a few characterizing elements such as, for instance, folds of dresses in a sculpture. In this case, segmentation into regions and fine local shape descriptors with topological information and adequate distance functions are required. Resolution of 3D shapes representations is directly linked to the number of mesh polygons (or vertices) that are used to describe the object. Different applications require different resolutions for 3D models. In cultural heritage applications, 3D models of 3D objects must be managed at high resolution. The 3D digital model and its description must necessarily capture even small details of the 3D shape of the original object. This strict requirement can be relaxed when 3D models are used only for presentation to the general public. Similar requirements are necessary in engineering and medical applications. For videogames and 3D models available on the web, resolution is typically much lower and, in general, the detail representation requirement can be left over. Structural complexity of 3D models is concerned with the presence/absence of symmetry, the number of extruding and intruding parts of the object, and their distribution and size. While some applications only deal with objects of a limited number of classes of complexity, other applications, like Web searching of 3D models, may deal with objects of many classes of complexity. Robustness to deformations is important when we want to retrieve copies of the same object that have been subjected to changes due to bending, relaxation, skewing, or smoothing, or other surface perturbations. In cultural heritage applications, for example, descriptions that allow controlled insensitivity to diverse degrees of deformations can be useful for 3D object retrieval.

While the capability of supporting local matching is difficult to assess in full detail, due to the high variability of cases and conditions under which extruding/intruding parts can manifest, a comparison of different solutions can be performed by checking recall and precision of global shape descriptors. In the following, we present an experimental comparison of several solutions for the description of 3D model shapes for content-based retrieval by evaluating their performance with respect to the robustness to deformations applied to the model, the structural complexity of the object that is managed, the extent to which structural elements are captured in the descriptors, and the resolution at which the 3D model is considered.

The article is organized as follows. In Section 2, we review solutions for shape description that have been proposed in the literature. Among them, five approaches have been selected as representative of

the major categories and described in detail in Section 3. In Section 4 these solutions are compared by evaluating their performance in terms of precision and recall. Considerations and conclusions are drawn in Section 5.

2. 3D MODELS DESCRIPTION

Methods addressing retrieval by global similarity of 3D models can be classified according to the principles under which shape representations are derived. Four categories can be distinguished: (i) primitive-based (ii) statistics-based, (iii) geometry-based, and (iv) view-based.

Primitive-based approaches represent 3D objects with reference to a basic set of parameterized primitive elements. Parameter values are used to control the shape of each primitive element and are determined so as to best fit each primitive element with a part of the model. An example of this class of solutions has been proposed in Kriegel [1998] where surface segments are used to model the potential docking sites of molecular structures. The proposed approach develops on the approximation error of the surface. However, assumptions on the form of the function to be approximated limit the applicability of the approach only to special contexts.

Shape descriptions based on statistical models consider the distribution of local features measured at the vertices of the 3D object mesh. The simplest approach approximates a feature distribution with its histogram. Any metric can be used to compute the similarity between the distributions of two models. In Vandeborre [2002], representation of 3D objects is captured using histograms of the curvature of mesh vertices. In Osada et al. [2002], the authors have introduced shape functions as distributions of shape properties. Each distribution is approximated through the histogram of the values of the shape function. Local features such as the distance of mesh vertices to the centroid, the distance between random pairs of vertices of the mesh, and the area of triangles between three random vertices of the mesh are considered. Ohbuchi et al. [2003b] have defined shape functions suited for objects with rotational symmetry. They have considered the principal axes of inertia of the object and used as shape functions three histograms: the moment of inertia about the axis, the average, and the variance of the distance from the surface to the axis.

A limitation of statistical approaches is that they do not take into account how local features are spatially distributed over the model surface. For this purpose, spatial map representations have been proposed to capture either the spatial location of an object or the spatial distribution of relevant features on the object surface. Map entries correspond to locations or sections of the object and are arranged so as to preserve the relative positions of the object features. In Vranić [2001], a solution is presented in which a surface is described by associating with each ray from the origin, the value of the distance to the last point of intersection of the model with the ray and then extracting spherical harmonics for this spherical extent function. In Assfalg [2003], a method is proposed for description of shapes of 3D objects whose surface is a simply connected region. The 3D object is deformed until it is a function on the sphere. Then, information about surface curvature is projected on to a 2D map which is used as the descriptor of the object shape. Recently, curvature correlograms have been proposed [Antini 2005] to capture the spatial distribution of curvature values on the object surface.

Geometry-based solutions use geometric properties of the 3D object and their measures as global shape descriptors. Many approaches have been proposed. The system developed within the Nefertiti project supports retrieval of 3D models based on both shape geometry and appearance (i.e., color and texture) [Paquet 1999]. Kolonias et al. [2001] have used dimensions of the object bounding box (i.e., its aspect ratios), a binary voxel-based representation of geometry and “set of paths”, that outline the shape (model routes). In Mokhtarian [2001], points where Gaussian and median curvature are maxima and torsion is maximum have been considered as representative of the object shape.
Elad et al. [2001] have used moments (up to the 7th order) of surface points, exploiting the fact that, different from the case of 2D images, 3D models computation of moments is not affected by self-occlusions. In Zhang [2001], a representation based on moment invariants and Fourier transform coefficients has been combined with active learning to take into account user relevance feedback and improve the effectiveness of retrieval. In Novotni [2003], a method has been presented to compute 3D Zernike descriptors from voxelized models. 3D Zernike descriptors capture object coherence in the radial direction and in the direction along a sphere. However, the effectiveness of the approach is strongly dependent on the quality of the voxelization process.

View-based descriptions use a set of 2D views of the model and appropriate descriptors of their content to represent the 3D object shape. One problem with this approach is concerns the need for representations that are computationally tractable. In Mahmoudi [2002] and Ohbuchi [2003], a number of views of the 3D object is taken and, for each view, the 2D profile is considered. Hence, PCA has been used to reduce all object views to a limited set of representative views that are used to represent the whole 3D object shape. In Assfalg [2004], signatures of spin images have been proposed. In their original formulation [Johnson 1999], spin images are 2D histograms of the surface locations around a point. Each mesh vertex defines a family of cylindrical coordinate systems, with the origin in $p$, and the axis along $n$. The spin image is obtained by projecting all the other vertices over the tangent plane, retaining for each vertex the radial distance and the elevation and discarding the polar angle. The 2D information of the spin image is reduced to a one-dimensional feature vector, partitioning the image into a finite number of regions and considering the point density in each region. Signatures are hence derived by clustering all spin image vectors and taking the centers of the clusters as their representatives. In Chen [2003], 2D views (Light fields) of the object are taken from observation points uniformly distributed on the surface of a sphere centered in the object’s centroid. For each of these views, Zernike moments and Fourier descriptors are computed so as to reduce the two-dimensional information to a one-dimensional feature vector. Computational complexity of retrieval is reduced by a multistep approach supporting early rejection of nonrelevant models.

3. SELECTED SOLUTIONS FOR COMPARATIVE ANALYSIS

For the purpose of comparison of 3D shape descriptions, we have taken into consideration five solution as representatives of the three major categories of approaches that have been proposed in the literature. In particular, we have selected:

For Statistics-Based Solutions

—Curvature histograms ([Vandeborre 2002]),
—Shape functions ([Osada 2002]);

For Geometry-Based Solutions

—Geometric moments ([Elad 2001]);

For View-Based Solutions

—Spin Image signatures ([Assfalg 2004]),
—Light fields ([Chen 2003]).

Principles of operation, characterizing elements, and details of implementation complete the rest of the section.
3.1 Curvature Histograms

Surface curvatures are estimated at a generic vertex $v_i$ of the 3D object mesh by considering the variations of the surface normal over the platelet $V^v_i$ of vertex $v_i$, that is, the set of all 1-connected mesh vertices around $v_i$. Given a generic vertex of the platelet $v_j \in V^v_i$, $v_j$ is defined as the normal to $M$ at point $v_j$. The curvature $\overline{k}_v$ at vertex $v_i$ is then estimated as:

$$\overline{k}_v = \frac{1}{2} \sum_{v_j \in V^v_i} \left| v_j^+ - v_i^+ \right| \frac{1}{|V^v_i|}.$$  (1)

According to this definition, the value of $\overline{k}_v$ is always in $[0, 1]$.

Curvature values are quantized into $2N+1$ classes of discrete values according to:

$$Q(\overline{k}) = \begin{cases} N\Delta & \text{if } \overline{k} > N\Delta \\ i\Delta & \text{if } \overline{k} \in [i\Delta, (i+1)\Delta) \\ -i\Delta & \text{if } \overline{k} \in [-i\Delta, -(i+1)\Delta) \\ -N\Delta & \text{if } \overline{k} < -N\Delta \end{cases}$$  (2)

with $i \in \{0, \ldots, N - 1\}$ and $\Delta$ a suitable quantization parameter. In the experiments, $N = 100$ and $\Delta = 0.15$ have been used.

The histogram of curvature $h_{v_i}(M)$ of the mesh $M$ is defined as:

$$h_{v_i}(M) = N_V \cdot \Pr_{v_i \in M} \{ v_i \in \mathcal{M}_i \},$$

where $N_V$ is the number of mesh vertices.

To evaluate the dissimilarity between two curvature histograms, the Kullback-Leibler divergence has been used:

$$d_{KL} = \sum_{k=0}^{N} h_k(M_1) \log \frac{h_k(M_1)}{h_k(M_2)}. $$  (3)

3.2 Shape Functions

Object shapes are described by the probability distribution of a shape function that measures geometric properties of the 3D object. In our implementation, the shape function measures the Euclidean distance between pairs of vertices of the 3D object mesh $M$. The probability distribution has been approximated through the 128-bin histogram that quantizes values of the shape function $H(M) = (h_0(M), \ldots, h_{127}(M))$, where

$$h_k(M) = \Pr_{v_i, v_j \in M} (\delta(v_i, v_j) = k),$$

and $\delta(v_1, v_2)$ is the normalized and quantized value of the distance between two vertices $v_1 = (x_1, y_1, z_1)$ and $v_2 = (x_2, y_2, z_2)$ of the object mesh:

$$\delta(v_1, v_2) = 128 \left[ \frac{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2}}{L} \right].$$

All objects must be uniformly scaled so as to fit within a 3D box of predefined size so that values of the shape function are normalized with respect to the box diagonal.

Dissimilarity is evaluated according to the Kullback-Leibler divergence (Equation (3)).
3.3 Geometric Moments

For a 3D object polygonal mesh of $N$ vertices $\{P_i = (x_i, y_i, z_i)\}_{i=1}^N$, the $(prq)$-th moment is defined according to the following expression:

$$m_{prq} = \frac{1}{N} \sum_{i=1}^{N} w_i x_i^p y_i^q z_i^r,$$

where $w_i$ is a weight proportional to the area of the polygonal faces adjacent to vertex $P_i$. Weights $w_i$ make the moment-based representation invariant with the number of vertices of the mesh. Scale invariance is obtained by taking the coordinate system centered at the centroid $m_{100}, m_{010}, m_{001}$ of the model and scaling all models uniformly so as to fit within a regular 3D box of predefined size.

For our experiments, moments up to the 3-th order have been used. A generic object is therefore represented through a feature vector $f_{\text{mom}} \in \mathbb{R}^{19}$. Dissimilarity between two models has been measured by the Euclidean distance between their feature vectors.

3.4 Spin Image Signatures

For each mesh vertex $p$, a spin image is built mapping any other mesh vertex $x$ onto a two-dimensional space (see Figure 1(a)) according to:

$$S_p(x) \rightarrow [\alpha, \beta] = [\sqrt{\|x - p\|^2 - (n \cdot (x - p))^2}, n \cdot (x - p)],$$

where $n$ is the normal direction to the mesh at vertex $p$.

We have derived grey-level spin images by considering the density of mesh vertices that map on the same point of the spin image and evaluating the influence of each vertex over the neighboring pixels of its projection, according to a bilinear interpolation scheme. In Figure 1(b), a sample model of a teapot is shown with spin images computed from four different vertices of the model.

Following an approach similar to that expounded in Goshtasby [1985], spin images have been partitioned into sectors of circular crowns for the upper ($\beta > 0$) and lower ($\beta < 0$) half-planes and circular sectors centered in the origin (See Figure 2.) For each of them, we have considered the number of vertex projections that fall in the regions $C^p = \{c_{p1}, \ldots, c_{pnp}\}$, $C^n = \{c_{n1}, \ldots, c_{nnn}\}$, and $S = \{s_1, \ldots, s_{ns}\}$, respectively. Experimentally, $np = nn = ns = 6$ has been found to be a satisfactory trade-off between representation compactness and selectivity. This leads to compress on of the spin image informative content into a 18-dimensional vector $D = \langle C^p, C^n, S \rangle$.

Description vectors have been clustered using fuzzy clustering [Bezdek 1999] so as to take the centers of the clusters as signatures of the spin image representation. The optimal number of clusters $c$ has been derived according to Kim [2001]: given two functions that express a measure of under- and
over-partitioning, respectively, the optimal number of clusters is the number that minimizes the sum of the two functions—representing the trade-off between under- and over-partitioning.

Similarity between Spin Image signatures of 3D objects is obtained considering the permutation \( p : \{1, \ldots, l\} \rightarrow \{1, \ldots, k\} \) that minimizes the sum of distances between the corresponding cluster centers.

### 3.5 Light Fields

Camera positions for the Light Fields representation are chosen at the vertices of a regular dodecahedron so that 20 views of the object are extracted. Each view is obtained as a binary image (color or gray-level information of the object surface is disregarded). Since views taken from opposite vertices of the dodecahedron are identical, only 10 views are sufficient to represent a 3D object with enough accuracy (an example is shown in Figure 3).

For each view, image content is represented using a combination of 35 Zernike moments and 10 Fourier descriptors, all included in a 45-dimensional feature vector that represents the Light Field descriptor of the view. The L1 distance between two feature vectors \( f_1 = \{f_{1,1}, f_{1,2}, \ldots, f_{1,45}\} \) and \( f_2 = \{f_{2,1}, f_{2,2}, \ldots, f_{2,45}\} \) is used to measure their dissimilarity:

\[
d(f_1, f_2) = \sum_{i=1}^{45} |f_{1,i} - f_{2,i}|.
\]

The dissimilarity of two objects is hence evaluated as the minimal dissimilarity obtained by rotating the viewing sphere of the Light Field descriptor of the first object with respect to the other. In this way, invariance to object rotation is preserved.
4. COMPARATIVE ANALYSIS AND EXPERIMENTAL RESULTS

The effectiveness of the shape descriptions selected is evaluated from two distinct perspectives: considering the robustness of the description with respect to geometric deformations applied to the models (Section 4.1) and considering the capability of the description to represent the structure peculiarities of the model for models of different structural complexity (Section 4.2). Two different databases were used.

—The Art-Model database, including about 300 high-resolution models from miscellaneous sources (many are high quality scans of 3D models from the De Espona 3D Models Encyclopedia\(^1\)), was used to test the robustness to geometric deformations. The models have mesh resolution ranging from 3180 to 5150 mesh vertices. Models were subjected to special deformations, using the editing functions of 3DStudio Max authoring software. A modified version of the objects was also obtained adding Gaussian noise to surface points (so that they are moved from their original locations). Sample models from the Art-Model database are shown in Figure 4.

\(^1\)De Espona 3D Models Encyclopedia is available at http://www.deespona.com.

The *Princeton-Model* database, including 500 low and high resolution models of the Princeton Shape Benchmark[PSB] archive, was used to check the dependency of recall and precision on object structural complexity. Each model in this database is annotated with the type of the object represented. Object classification is hierarchical and takes into account both the function and the structure of the object. A variety of types, including humans (standing and walking humans), animals, and buildings (homes, temples, castles, etc.) are included. Resolutions change considerably from model to model, ranging from 22 to 10120 mesh vertices.

4.1 Robustness to Geometric Deformations

To test robustness to model deformations, we have applied different types of deformations at different degrees of intensity to some models of the Art-Models database (in Figure 5, effects of deformations on a sample Model are shown). Modified versions of each object model were used as queries against the Art-Model database. Precision and recall were computed separately for each class of modifiers. In Figure 6, deformed versions of bust models are shown that are used for ground truth in our experiments.

Results in terms of interpolated precision vs recall curves are shown in Figures 7–11. It can be observed that Geometric Moments and Curvature Histograms almost always present poor performance. In contrast, Spin Image signatures, Light Field, and Shape Functions have different performance for different types of deformations. Performance also changes according to the degree of deformation applied. In particular, they have similar performance with respect to changes induced by skew and spherify modifiers (Figures 9, 10). In both cases, precision values decrease rapidly as the degree of deformation increases. Light Field has lower precision than Spin Image signatures at high degrees of skewness and spherify deformations.

For deformations induced by bend and relax modifiers (Figures 7, 8), precision and recall of Light Field decrease rapidly. Spin Image signature and Shape Functions, however, have a more robust response.

The highest insensitivity to Gaussian noise is provided by the Light Fields representation (Figure 11). Shape Functions have similar, although lower performance. Performance of Spin Image signatures degrades at high noise values.

4.2 Capability to Represent Structure Peculiarities

To investigate the capability of each representation to capture the structural peculiarities of the models, precision and recall have been derived separately for a set of 3D models of the Princeton Shape Benchmark database having different structural complexity. The object type information provided for each model has been used as groundtruth to compute precision and recall curves. We have selected five representative classes of models: Gazebos, Ants, Humans, Hands, and Faces. Gazebos and Ants are fairly complex models with many protruding elements. Gazebos have structural symmetry. Humans and Hands have less complex structure, but still have prominent protruding elements. Faces are simpler models, with concave and open surface and minor protrusions. For each class, the first three models in the class have been used as query objects, and precision and recall values have been computed averaging the results obtained for the three queries. Figure 12 shows the performance of the different representations for the five representative classes of models. Spin Image signatures and Light Field always have the highest performance for classes of objects with high and medium structural complexity (Gazebos, Ants, Humans, and Hands). Spin Image signatures ranks best for Ants and Hands, while Light Fields ranks best for Gazebos and Humans classes. Figures 13–17 show, for each considered class of objects, retrieval results for the top-performing solutions. For each query, the top six ranked models are displayed. Retrieved models not belonging to the same class of the query model are highlighted.

In summary, in most of the cases analyzed, Light Fields and Spin Image signatures have superior performance. Results presented in Figure 13 show that Light Field descriptors are better than
Spin Images signatures for capturing characterizing elements of models with many intruding extruding parts. For models in class 118 (Figure 14), we notice that retrieval results are almost equivalent for the two solutions from the perceptual viewpoint. Indeed the different performance figures observed in Figure 12 are due to the fact that, in the PSB database, models of humans are in a different class from walking humans. Shape Functions, Geometric Moments, and Curvature
Fig. 6. Models of busts included in the Art-Models database.

Histograms almost always have lower performance, although differences are attenuated for simpler models.

Comparing these conclusions with those derived for robustness to object deformations where Spin Image signatures and Shape Functions showed superior performance with respect to Light Fields, we notice that performance measures are affected by the resolution at which models are considered. Curvature Histograms, Shape Functions, Geometric Moments, and Spin Image signatures representations are obtained by cumulating measures of object properties at the vertices of the mesh. In particular, they take into account the mesh curvature for Curvature Histograms, the distance between vertex pairs for Shape Functions, the position of the vertex for Geometric Moments, and the projection of vertex positions for Spin Image signatures. As a result, the performance of these representations may change drastically if the number of mesh vertices changes substantially. While Spin Image signatures provide effective representations for models captured at medium to high resolution (as those in the Art-Models archive), they don’t perform very well with models with a small number of mesh vertices (as in the models from the PSB archive considered in the experiments).

On the other hand, Light Fields are derived as measurements of rendered views of the object. This makes the description less sensitive to the number of mesh vertices (the smoothness of the object silhouette is affected at most).

5. CONCLUSIONS

In this article, we have presented a comparative evaluation of 3D object representations for the purpose of retrieval by content from digital archives. Five different approaches have been considered, Curvature histograms and Shape functions for Statistics-based solutions, Geometric moments for Geometry-based solutions, and Spin Image signatures and Light Fields for View-based solutions.

Based on results of the comparative evaluation, the following considerations have been derived. Geometric moments do not appear to be able to capture salient and discriminating features of 3D objects. Small and local deformations of the object shape can result in significant changes of moments’ values. Statistics-based solutions never provide better performance than the other solutions probably because they do not take into account the spatial distribution of shape features. View-based approaches
Fig. 7. Robustness to Bend modifier for Spin Image signatures, Light Field, Shape Functions, Curvature Histograms, and Geometric Moments representations.
Fig. 8. Robustness to Relax modifier for Spin Image signatures, Light Field, Shape Functions, Curvature Histograms, and Geometric Moments representations.
Fig. 9. Robustness to Skew modifier for Spin Image signatures, Light Field, Shape Functions, Curvature Histograms, and Geometric Moments representations.
Fig. 10. Robustness to Spherify modifier for Spin Image signatures, Light Field, Shape Functions, Curvature Histograms, and Geometric Moments representations.
Fig. 11. Robustness to Gaussian noise modifier for Spin Image signatures, Light Field, Shape Functions, Curvature Histograms, and Geometric Moments representations.
Fig. 12. Capability of each representation to capture structural peculiarities for different classes of models. Representations: SI = Spin Image signatures, LF = Light Field, SF = Shape Functions—D1, GM = Geometric Moments, CH = Curvature Histograms; Object classes: Class0 = Ant, Class118 = Human, Class291 = Face, Class325 = Hand, Class393 = Gazebo.
Fig. 13. Examples of retrieval by similarity for Class 0 (Ant) models for the top performing representations (Spin Image signatures and Light Field). The first retrieved model is the query model. Nonrelevant models retrieved are highlighted.
Fig. 14. Examples of retrieval by similarity for Class118 (Human) models for the top performing representations (Spin Image signatures and Light Field). The first retrieved model is the query model. Nonrelevant models retrieved are highlighted.
Fig. 15. Examples of retrieval by similarity for Class291 (Face) models for the top performing representations (Light Fields and Shape Functions). The first retrieved model is the query model. Nonrelevant models retrieved are highlighted.
Fig. 16. Examples of retrieval by similarity for Class325 (Hand) models for the top performing representations (Spin Image signatures and Shape Functions). The first retrieved model is the query model. Nonrelevant models retrieved are highlighted.
Fig. 17. Examples of retrieval by similarity for Class393 (Gazebo) models for the top performing representations (Spin Image signatures and Light Field). The first retrieved model is the query model. Nonrelevant models retrieved are highlighted.
appear to be superior to the other solutions. However, Spin Image signatures and Light Field have very different performance for models with different resolutions, the former showing superior performance with high-resolution 3D models, the latter performing better for low-resolution models.
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